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Problem Statement

• Cardinality for Similarity Search. Number of objects in D whose 
distances to a query q are not greater than a distance threshold τ . 
• Cardinality for Similarity Join. Total number of pairs (q, p) whose 

distance between q ∈ Q and p ∈ D is not greater than τ . 
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Related Work
• Cardinality Estimator for Exact Queries
• Histogram: Relative distance is defined on the given query.
• Sampling: 0-tuple problem for high dimensionality.
• Data Model: Hard to fit the sparse continuous data.
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Related Work
• Cardinality Estimator for Similarity Queries
• KDE: 0-tuple problem for high dimensionality.
• Linear Mixture Model: Less powerful for high dimensional data.
• VAE: Low dimensional embedding is not a distance-aware representation.
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Basic Model

q: query vector
𝝉: diatance threshold
D: data sample
E1, E2, E3, F: Neural Networks



Observations & Opportunities

• Vectors far from the query can be ignored.

• The distance of two vectors is related to sum of distances on
vector segments.
• Hamming(Sigmod, Sigkdd) = Hamming(Sig,Sig)+Hamming(mod,kdd)
• …



Observations & Opportunities

• Clustering

Fashion-MNIST



Observations & Opportunities

• Distance Decomposition

Lm-distance

Cosine distance

Angular distance

Hamming distance



Data Segmentation

q



Query Segmentation

q: query
xq: input vector
xq(i): the i-th segment of input vector
e1, e2, el: Neural Networks



Query Segmentation



Global-Local Model
Global Loss Function



Implementation Details



Cardinality Estimation for Similarity Joins

• What if the query is a set of vectors (Joins) ?
• Q={q1,q2,q3,q4,…}

• A naïve way is to estimate for each vector and sum them up.
• Card(Q) = Card(q1) + Card(q2) + Card(q3) + Card(q4)
• Low efficiency



Cardinality Estimation for Similarity Joins



Experiments
• Datasets



Experiments
• Methods



Experiments
• Query
• Vectors: 80% training, 20% testing
• Threshold: selectivity lower than 1%
• Join Size: [1-100) training, [50-100), [100-150), [150,200) testing

• Environment
• Intel(R) Xeon(R) CPU E5-2630v4@2.20GHz
• 128 Gigabytes memory
• PyTorch 1.0.1



Experiments (Accuracy)
• Cardinality Estimation for Similarity Search



Experiments (Accuracy)
• Cardinality Estimation for Similarity Join



Experiments (Accuracy)
• Cardinality Estimation for Similarity Join



Experiments (Efficiency)

Model Size (MB) Estimation Efficiency for Similarity Search (Milliseconds)



Experiments (Efficiency)

Estimation Efficiency for Similarity Join (Milliseconds)
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Wemake following contributions:
• We propose a basic neural network model for cardinality estimation of similarity queries.
• We propose Query segmentation and Data segmentation to improve performance of
model.

• We extend model to support similarity join.
• We conduct Comprehensive experiments on real datasets.
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